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Goal
Generate a human motion with text control in 3D scenes.

Fine-tuning an scene augmented model on a pre-trained 
text-to-motion diffusion model.

Limitation of Prior Work 

1. Text to motion without scenes [1,2,3]
2. Scene-aware motion generation w./o. text control [4,5].
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