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Introduction

Robust Fine-tuning

e Traditional robust fine-tuning methods like Model Soup require dozens of fine-tuned weights

 We introduce Model Stock, a novel fine-tuning method that enhances both 1n-distribution and out-of-
distribution performance while drastically reducing computational costs.

Ul Ul
NOD
e \
F-/

Avg. accuracy on 5 dist. shifts

50 - ¢
8

A 'H

43 Y Model Stock (ours) 0’ ."Y
Model Soups (greedy) y .",

46 Model Soups (uniform) )

A Initialization ® @
441 @ Various fine-tuned weights

04 68 712 76 80

ImageNet accuracy (%)



Observation 1: Angle and Norm Consistency among Fine-tuned Weights



Observation 1: Angle and Norm Consistency
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Observation 1: Angle and Norm Consistency

Geometric Relations between Fine-tuned Weights
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Geometric Relations between Fine-tuned Weights
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Geometric Relations between Fine-tuned Weights
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Observation 1: Angle and Norm Consistency

Geometric Relations between Fine-tuned Weights
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Observation 1: Angle and Norm Consistency

Geometric Relations between Fine-tuned Weights
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Observation 1: Angle and Norm Consistency

Geometric Relations between Fine-tuned Weights




Observation 1: Angle and Norm Consistency

Geometric Relations between Fine-tuned Weights
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Observation 1: Angle and Norm Consistency

Geometric Relations between Fine-tuned Weights

Let us define the center of fine-tuned weights as uy = lim — Z W,
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Observation 1: Angle and Norm Consistency

Geometric Relations between Fine-tuned Weights
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Observation 2: Distance from the Center of Weights and Performance



Observation 2: Distance and Performance
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Observation 2: Distance and Performance
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Observation 2: Distance and Performance
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Observation 2: Distance and Performance

Distance vs. Random Weights’ Performance
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Observation 2: Distance and Performance

Distance vs. Random Weights’ Performance
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Observation 2: Distance and Performance

Distance vs. Random Weights’ Performance
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Observation 2: Distance and Performance

Distance vs. Random Weights’ Performance
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Observation 2: Distance and Performance

Distance vs. Random Weights’ Performance
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Observation 2: Distance and Performance

Distance vs. Random Weights’ Performance
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Observation 2: Distance and Performance

Distance vs. Random Weights’ Performance
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Observation 2: Distance and Performance

Distance vs. Random Weights’ Performance
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Method: Find the Closest Weight to the Center using Pre-trained Weight
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Method: Model Stock

N=2 fine-tuned weights




Method: Model Stock

N=2 fine-tuned weights

e Do NOT need exact position of u
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Method: Model Stock

N=2 fine-tuned weights

projection e Do NOT need exact position of u

e Wy 1s deriven from:

(1) ||w, — p|| = constant
(thin shell)

(111) (w; —p) L (W; — p)

(i) (wo—p) L (W, —p)

[layer-wise]

Only depends on 0



Method: Model Stock

N=2 fine-tuned weights
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Method: Model Stock

N fine-tuned weights
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Method: Model Stock

Periodic Merging

e [everaging the fact that norm and angle consistencies hold even during training, we
adopt periodic merging to gradually approach the weight center at each epoch.

every epoch




Experimental Results



Experiments
CLIP ViT-B/32 fine-tuned on ImageNet

v Method ImageNet  Avg. shifts

=

= 54 - / Comparing with Model Soups from zero-shot init.

o ) CLIP zero-shot Initialization 63.34 48.51

2 92" Vanilla FT 78.35 47.03

To e® | Uniform Model Soup (from zero-shot) 79.76 52.08

S 50 - 0 . Greedy Model Soup (from zero-shot) 80.42 50.83

> ¢ Model Stock 79.89 50.99
A e

O ] o° ]

G 487 % Model Stock (ours) Y 0 Wi i

= Odel Stock tours o o % Comparing with Model Soups from LP init.

O Model Soups (greedy) oS CLIP LP initialization 75.57 47.21

g 40° Model Soups (uniform) < Vanilla FT* 79.72 46.37

o 44 - A Imt'_ahzat_'on | o Uniform Model Soup (from LP init) 79.97 51.45

Z ® Various fine-tuned weights Greedy Model Soup (from LP init) 81.03 50.75

ImageNet accuracy (%)



Experiments
CLIP ViT-B/16 and ViT-L/14 Results

CLIP ViT-B/16 CLIP ViT-L/14
Distribution shifts
Method . .
ImageNet Avg. shifts IN-V2 IN-R IN-A IN-Sketch IN Avg. shifts
Z.ero-shot 68.3 59.5 62.0 77.7 49.9 48.3 7 ero-shot 75.0 63.0
Vanilla FT 82.8 ST.7 72.9 66.4 43.7 48.0 Vanilla FT 858 66.8
Vanilla FT* 83.7 57.4 73.5 67.6 40.0 48.6 :
lla F'T™ N :

LP [18] 79.7 481 715 524 278 405 \T[%réﬁ 36 g; ) 23 2
LP-FT [18] 81.7 60.5 71.6 72.9 49.1 48.4 CAR.FT [27 87.1 67.8
CAR-FT |27] 83.2 59.4 73.0 71.3  43.7 49.5 - [ ] ' '
FTP [37] 84.2 49.7 74.6 47.2 26.5 50.2 Model Stock 87.0 71.6
FLYP |7] 82.6 60.5 73.0 71.4  48.1 49.6 Model Stock* 87.7 73.5
Model Stock 84.1 62.4 74.8 T71.8 51.2 51.8

Model Stock™ 85.2 60.1 75.3 68.7 45.0 51.3




Experiments

Post-training Merging

Uniform averaging (way,) Model Stock (post-training)

ImageNet Avg. Shifts ||w — | ImageNet Avg. Shifts ||w —

N=2 80.2 47.8 9.19 80.3(+0.1) 50.4(42.6) 7.62(-1.57)
N=3 80.4 48.2 7.44 80.4(+0.0) 50.2(42.0) 6.49(-0.95)
N=4 80.5 48.5 5.63 80.5(4+0.0) 49.8(+1.4) 5.16(-0.47)
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