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Major Contributions

Framework

Quantitative Comparison

Restoration Prompting

• We introduce the first unified text-driven image restoration model that 

supports both semantic prompts and restoration instructions. Our 

experiments demonstrate that incorporating semantic prompts and 

restoration instructions significantly enhances the restoration quality.

• Our proposed approach provides a mechanism for users to adjust the 

category and strength of the restoration effect based on their 

subjective preferences.

• We demonstrate that text can serve as universal guidance control for 

low-level image restoration, eliminating the need for task-specific 

model design.

Result on Real-world Data with Synthetic Caption

Qualitative Comparison

Prompt space walking visualization for the restoration prompt. Given 

the same degraded input (upper left) and empty semantic prompt ∅, our 

method can decouple the restoration direction and strength via only 

prompting the quantitative number in natural language.

Other degradations

In the training phase, we synthesize a degraded version y, of a clean image x. Our 

degradation synthesis pipeline also creates a restoration prompt cr , which contains numeric 

parameters that reflect the intensity of the degradation introduced.

During test time, the users can employ the SPIRE framework as either a blind restoration 

model with restoration prompt “Remove all degradation” and empty semantic prompt ∅, or

manually adjust the restoration cr and semantic prompts cs to obtain what they want.
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